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1. Introduction

This course deals with principles and techniques for design and analysis of computer algorithms. The topics
covered are mathematical induction, asymptotic analysis of algorithm efficiency, and algorithm design
techniques including divide—and-conquer, dynamic programming, greedy method, branch-and-bound, backtracking,
and iterative improvements. Elements of computational complexity theory, mostly on NP-completeness, is
introduced and it is also discussed how to cope with computationally intractable problems.

2. Course Objectives




3. Class types and activities

Mostly lectures.

Assignments consist of exercise problems on algorithm efficiency analysis, algorithm designs, and algorithm
correctness. Students are supposed to invest considerable amount of time to understand course material and to
solve assigment problems.

4. Teaching Method

lecture |:| discussion and debate

[:] team project(presentation and case studies) [:] exper iments(role-playing,etc)

[::] designing and production [::] on-site learning(on-site training)

[:] others

5. Support Systems in Use

AjouBb |:| automatic recording system |:| web—based assignment

[::] cyber lecture [::] online content

[::] class behavior analyazing system [::] others

6. Teaching Tools

[:] PBL(Problem Based Learning) [:] CBL(Case Based Learning) [:] TBL(Team Based Learning)

[::] UR(Undergraduate Research) [::] FL(Flipped Learning) [:] DSAL(Data Science Active Learning)

[:] others

7. Knowledge and ability required for taking this course

prerequisite knowledge: computer programming, discrete mathematics, data structures

tools: C language, ability to read textbook written in English.
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8. Method of Evaluation

The Number of Evaluation

Evaluation Item Times Proport ion Remarks
Attendance 5
midterm exam 1 35
final exam 1 40%
quiz
presentation
discussion
homework 6 20%
etc
study hours
9. Textbook and supplementary material
Main/Sub Title (Web-site) Writer Publisher P”blyiec;‘rtion
Main Introduction to the Design and Analysis of Richard Jones & Bartlett 2015

Algorithms, 3rd Edition, Anomy Levitin Neapolitan
Foundations of Algorithms , 5th Edition,

Richard Neapolitan

Foundations of Algorithms Using C++

pseudocode, 3rd Edition, Richard

Neapolitan

10. Class system and Class shedule

In the beginning of the course, concepts of algorithms, mathematical induction, aymptotic analysis are taught.
The algorithm design techniques follow including dive-and-conquer. dynamic programming, greedy method, and
iterative improvements. Then the students will learn that there are probelms that do not have efficient
algorithms, and how to cope with such problems.
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* language - K-korean, E-English
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Class Schedule * language : K-korean, E-English

. . Matter to
Week Tobics lang S Teaching Evaluation be
eeks 1 u
- uage Method Method
prepared
Introduction : Algorithm of a _
g Yenewondim YEIDICI &2
1 problem, Parameters of a Problem . .
Biadgie.S Ragsl]
and an Instance of a Problem
Analysis of Algorithm Efficiency: _
. Y g Y Yenewondim HEIOICIH &3 _
2 Time Complexity and Space ) ) BOM I}
. Biadgie.S 22
Complexity
Divide—and—Conquer Algorithm _
; d g Yenewondim YEIDICI &2
3 Design Methodology to Solve a ) .
Biadgie.S Ragsl
Problem
Dynamic Programming Algorithm . -
. Yenewondim HEIOICIH &3 _
4 Design Methodology to Solve a ) ) BOM I}
Biadgie.S Ragsl]
Problem
Dynamic Programming Algorithm _
y ) 9 9 A9 Yenewondim YEIDICI &2
5 Design Methodology to Solve a ) .
Biadgie.S Ragsl
Problem
Greedy Algorithm Design Yenewondim HEIDICIH &2

6 ) . SIOAN Bt
Methodology to Solve a Problem Biadgie.S 22 -

7 Greedy Algorithm Design Yenewondim HEOICIH &3
Methodology to Solve a Problem Biadgie.S gl
Yenewondim i
8 Midterm Exam ) ) S2HAE E Ot
Biadgie.S
9 Backtracking Algorithm Design Yenewondim HEIOICIH &3
Methodology to Solve a Problem Biadgie.S 22
Backtracking Algorithm Design ) _
gAg ¢ Yenewondim HEIDICIH &2

10 | Method/Branch—and-Bound ) . SN EBIt
) ) Biadgie.S 22
Algorithm Design Methodology

Branch—and—Bound Algorithm

Yenewondim HEIDICIH &2
11 Design Methodology to Solve a . . =
Biadgie.S 22
Problem
i i ZEIOICIN &2 _
1o Lower Bourjds of S'ort.lng.ProbIem Y(leneV\'/ondlm |0ICIOf SDM
by Comparison/ Distribution Biadgie.S gl
i3 Lower Bounds of Selection Yenewondim HEIDICIH &2
Problem Biadgie.S 22
- i HEIOICI &= _
" Intractable Problems/NP-Hard Yfenev»'/ondm |0ICIOf SDM
Problems Biadgie.S 22|
Yenewondim ZEIDICIH &2
15 | Handling NP-hard Problems
anding ar Biadgie.S 29|
Yenewondim o
16 | Final Exam Il X2 Eot

Biadgie.S



11. Other items of notification




